
Quality Of Service Routing Based On Bandwidth 
Estimation For Mobile Ad Hoc Networks 

Dr. M. Manimekalai#1, S. Anitha*2 
# Dr.M.Manimekalai, M.Sc., PGDCA.,M.Sc.(IT).,M.Phil.(cs).,Ph.D(cs)., 

Professor, Director and Head,  

Department of Computer Science And MCA and Information Technology  &  Applications 
Shrimati Indira Gandhi College, Trichy, Tamilnaud, India 

*Research Scholar
 Department of Computer Science, Shrimati Indira Gandhi College, Trichy, Tamilandu, India 

Abstract— Routing protocols for Mobile Ad hoc Networks 
(MANETs) have been investigated broadly as of late. A lot of 
this work is focused at finding a practical route from a source 
to a destination without considering current network activity 
or application prerequisites. Accordingly, the network may 
effortlessly get to be over-burden with an excessive amount of 
activity, and the application has no real way to enhance its 
execution under a given network movement condition. While 
this might be worthy for information exchange, some constant 
applications require QoS support from the network. We trust 
that such QoS backing can be accomplished by either finding a 
route to fulfill the application necessities or offering network 
criticism to the application when the prerequisites can't be 
met.  
In this paper, we propose a QoS-aware routing in view of data 
bandwidth estimation to give data about the present network 
status to the application layer. Our proposed QoS-aware 
routing protocol joins an affirmation control plan and an 
input plan to meet the QoS necessities of ongoing applications. 
The novel piece of this QoS-aware routing protocol is the 
utilization of the surmised data bandwidth estimation to 
respond to network activity. Our methodology actualizes this 
plan by utilizing two data bandwidth estimation techniques to 
locate the remaining bandwidth accessible at every hub to 
bolster new streams. We recreate our QoS-aware routing 
protocol for hubs running the IEEE 802.11 MAC. 
Consequences of our trials demonstrate that the packet 
conveyance proportion builds extraordinarily and packet 
postponement and vitality dissemination diminish 
fundamentally, while the general end-to-end throughput is not 
affected, contrasted and routing protocols that don't give QoS 
support. 

Keywords— QoS, Packet Delay, Routing Protocol, Energy, 
MANET 

I. INTRODUCTION 

The appealing foundation less nature of versatile 
impromptu networks (MANETs) has picked up a 
considerable measure of consideration in the exploration 
group. With the achievement of explaining the most 
essential yet critical issues in all network layers, individuals 
acknowledge there is business esteem in MANETs. Most 
applications that pull in enthusiasm for use in current wired 
networks (e.g., video conferencing, on-line live motion 
pictures, and moment errand person with camera 
empowered) would draw in enthusiasm for MANETs too. 
In any case, specially appointed networks present one of a 

kind propelled challenges, including the configuration of 
protocols for versatility administration, viable directing, 
information transport, security, power administration, and 
QoS provisioning. Once these issues are comprehended, the 
commonsense utilization of MANETs will be feasible. The 
general outline of an answer for these issues is as of now 
excessively perplexing. In this part, we concentrate on 
supporting nature of administration (QoS) in the network 
(routing) layer. With a specific end goal to outline great 
routing protocols for supporting QoS in MANETs, it is 
critical to comprehend the basic properties of these 
networks.  
• Dynamicity: Every host can haphazardly change

position. The topology is for the most part flighty, and
the network status is uncertain.

• Non-Centralization: There is no unified control in the
network, and in this way organize assets can't be doled
out in a pre-decided way.

• Radio properties: The channel is remote, so it will
endure blurring, multi-way impacts, time variety, and
so on.

With these imperatives, Hard QoS (e.g., ensured steady 
piece rate and postpone) is hard to accomplish. The reasons 
are as per the following.  
• To bolster QoS, on a basic level, the end host ought to

have exact information of the worldwide status of the
network. The dynamic way of MANETs makes it
troublesome for hosts to decide data about their nearby
neighborhood, significantly less the worldwide status
of the network.

• It is difficult to set up collaboration between
neighboring hosts to decide a transmit plan for ensured
packet conveyance without concentrated control. In
MANETs, all hosts have the same physical channel,
and every host's transmissions will meddle with
neighboring hosts' transmissions. This capriciousness
makes it difficult to ensure fruitful transmissions.

• The remote channel's primary lack is its instability
created by different reasons, for example, blurring and
obstruction

In this manner, our point is to build up a routing protocol 
that gives Soft QoS [1] or superior to anything best-exertion 
administration, as opposed to ensured Hard QoS. 

M. Manimekalai et al |  IJCSET(www.ijcset.net) | June  2016 | Vol 6, Issue 6, 195-202

195



Notwithstanding, if the topology changes too as often as 
possible, the source host can't identify the network status 
changes and can't make the comparing conformity to meet 
the particular QoS necessities, rendering the QoS useless. In 
this manner, combinatorial stability1 should first be met 
before we can consider giving QoS to constant applications. 
There are numerous networks that fulfill this prerequisite. 

 Our QoS-aware routing protocol can give input to 
the application about the present network state to permit the 
application to properly modify the measure of pressure 
connected to the video. Without this data, the video may not 
be compacted enough, creating clog in the network and 
countless packets, which is much more regrettable than 
transmitting video utilizing low information rate coding. A 
few applications require least data bandwidth support. On 
the off chance that the base bandwidth can't be met, all 
information will be futile. In this way, it is better not to 
transmit information for this situation, since it will simply 
squander network bandwidth and vitality. Along these lines, 
a confirmation control plan is likewise inserted into our 
QoS-aware routingprotocol to address this issue.  

 Another test of QoS is MAC layer plan. We 
contend that the IEEE 802.11 MAC is not the best MAC for 
supporting QoS. Nonetheless, it is generally embraced in 
the WLAN people group, and numerous gadgets have been 
marketed with IEEE 802.11. In this way, in our 
configuration we pick the IEEE 802.11 standard as the 
fundamental MAC layer. IEEE 802.11 has no backing for 
steady piece rate streams, ensured delay, and so forth. 

II. QUALITY OF SERVICE AWARE ROUTING 

QoS is a consent to give ensured administrations, for 
example, data transmission, delay, delay jitter and packet 
conveyance rate, to clients. Supporting more than one QoS 
imperative makes the QoS routing issue NP-complete [2]. 
Along these lines, we just consider the data bandwidth 
requirement when concentrating on QoS-aware routing for 
supporting continuous video or sound transmission. We 
propose a QoS-aware routing protocol that either gives 
input about the accessible bandwidth to the application 
(criticism plot), or concedes a stream with the asked for 
data transmission (affirmation plan). Both the criticism plan 
and the affirmation plan require information of the end-to-
end data transmission accessible along the route from the 
source to the destination. In this manner, data transmission 
estimation is the way to supporting QoS.  

Our work concentrates on investigating diverse 
approaches to assess the accessible bandwidth, fusing a 
QoS-aware plan into the route revelation methodology and 
giving criticism to the application through a cross-layer 
outline. 

A. Bandwidth Estimation 

To offer bandwidth ensured QoS, the accessible end-to-
end data bandwidth along a route from the source to the 
destination must be known. The end-to-end throughput is a 
curved parameter [3], which is controlled by the bottleneck 
bandwidth of the middle of the road has in the route. Along 
these lines, evaluating the end-to-end throughput can be 
improved into finding the negligible leftover bandwidth 

accessible among the hosts in that route. Be that as it may, 
how to compute the lingering data bandwidth utilizing the 
IEEE 802.11 MAC is still a testing issue, on the grounds 
that the bandwidth is shared among neighboring hosts, and 
an individual host has no learning about other neighboring 
hosts' movement status. We utilize two techniques for 
evaluating data bandwidth. One is for hosts to listen to the 
channel and gauge the accessible data transmission in view 
of the proportion of free and occupied times ("Listen" 
bandwidth estimation). The other is for each host to 
disperse data about the bandwidth it is as of now utilizing 
as a part of the "Hello" messages, and for a host to gauge its 
accessible bandwidth in light of the bandwidth utilization 
showed in the "Hello" messages from its two-bounce 
neighbors ("Hello" data bandwidth estimation). 

B. “Listen” Bandwidth Estimation 

To evaluate the accessible bandwidth, instinctively, 
every host can listen to the channel to track the activity 
state and decide the amount of free bandwidth it has 
accessible consistently. The IEEE 802.11 MAC uses both a 
physical transporter sense and a virtual bearer sense (by 
means of the network distribution vector, NAV), which can 
be utilized to decide the free and occupied times. The MAC 
recognizes that the channel is free when the accompanying 
three prerequisites are met:  

• NAV's quality is not exactly the present time.  
• Receive state is unmoving, and  
• Send state is unmoving.  
 
The MAC asserts that the channel is occupied when one 

of taking after happens:  
• NAV sets another quality  
• Receive state changes from unmoving to some other 

state, or  
• Send state changes from unmoving to some other 

state.  
A host gauges its accessible bandwidth for new 

information transmissions as the channel data transmission 
times the proportion of available time to general time, 
separated by a weight variable. The weight variable is 
acquainted due with the way of IEEE 802.11. The DIFS, 
SIFS and backoff plan speak to overhead, which must be 
represented in every information transmission. This 
overhead makes it incomprehensible in an appropriated 
MAC rivalry plan to completely utilize the accessible 
bandwidth for information transmission.  

Utilizing the "Listen" technique to gauge leftover data 
transmission is clear. In any case, utilizing this approach, 
the host can't discharge the data bandwidth quickly when a 
route breaks, since it doesn't know the amount of bandwidth 
every hub in the broken route devours. "Listen" just 
numbers the utilized data bandwidth, yet does not recognize 
the comparing bandwidth cost for every stream. This 
significantly influences the exactness of data bandwidth 
estimation when a route is broken. Consequently, we 
present another methodology—”Hello” bandwidth 
estimation — that is better ready to reallocate accessible 
bandwidth when routes break 
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C. “Hello” Bandwidth Estimation 

In the "Hello" data bandwidth estimation strategy, the 
sender's present bandwidth use and additionally the sender's 
one-jump neighbors' present bandwidth utilization is 
piggybacked onto the standard “Hello” message. Every host 
appraises its accessible data bandwidth taking into account 
the data gave in the "Hello" messages and information of 
the recurrence reuse design. This methodology abstains 
from making additional control messages by utilizing the 
"Hello" messages to disperse the data transmission data. To 
know the recurrence reuse design, we first study the 
fundamental IEEE 802.11 MAC. As characterized in the 
IEEE 802.11 MAC, hosts are permitted to get to the remote 
channel when the media is free. The media can be free if no 
hosts are transmitting packets inside the obstruction range. 
Ordinarily, the impedance extent is double the transmission 
range, in view of the settings of the 914MHz 
LucentWaveLAN card. Along these lines, the recurrence 
can be reused outside of the second neighboring hosts' 
reach. The real upper bound of data bandwidth in the two-
bounce circle differs with the topology and the activity 
status, yet the crude channel bandwidth is the delicate upper 
bound of aggregate bandwidth. We utilize this delicate 
upper bound data bandwidth in the estimation to rough the 
bandwidth use. With the above recurrence reuse design, we 
can disentangle the data transmission estimation issue to 
deciding the remaining bandwidth inside the two-bounce 
neighborhood range. In this way, every host can estimated 
its remaining bandwidth data in light of data from hosts 
inside two-bounces (the obstruction range). 

 
TABLE 1: HELLO STRUCTURE. THE BOLD ITEM OF THE FIRST 

ROW IS THE HOST’S OWN INFORMATION 
ID Consumed Bandwidth Timestamp 
   
Neighbor ID  Consumed Bandwidth Timestamp 
. . . 
. . . 
. . . 
Neighbor ID  Consumed Bandwidth Timestamp 

 
The following rows are the host’s neighbors’ information. 

The primary neighboring hosts' data can be acquired 
specifically, yet there is no real way to get the second 
neighboring hosts'2 bandwidth data straightforwardly. 
There are a few approaches to get the second neighboring 
hosts' data, for example, spreading the host bandwidth data 
utilizing higher transmission energy to achieve the two-
jump neighborhood, and setting up a different flagging 
channel to telecast the bandwidth data. In any case, utilizing 
higher energy to disperse data not just devours a great deal 
more power, it additionally wrecks the recurrence reuse 
example and causes considerably more impedance. 
Utilizing a different channel to scatter the data bandwidth 
data requires extra control that is a substantial weight for 
the impromptu network as far as bandwidth utilization and 
equipment support. In this way, we propose utilizing 
bounce hand-off to disperse the second neighboring hosts' 
data. AODV utilizes the "Hello" messages to upgrade the 
neighbor stores. The "Hello" message utilized as a part of 
AODV just keeps the location of the host who starts this 

message. We alter the "Hello" message to incorporate two 
fields. The main field incorporates _host address, devoured 
bandwidth, timestamp, and the second field incorporates 
_neighbors' locations, expended data bandwidth, timestamp, 
as appeared in table 1. Every host decides its devoured 
bandwidth by observing the packets it sustains into the 
network. This quality is recorded in a bandwidth utilization 
register at the host and is upgraded intermittently. 

 
FIGURE 1: HIDDEN NODE SCENARIO. THE BIG CIRCLE 

INDICATES HOST A’S INTERFERENCE RANGE. THE SMALL 
CIRCLES INDICATE HOST A AND ITS FIRST NEIGHBORING 
HOSTS’ TRANSMISSION RANGE. HOSTS B, C AND D ARE A’S 
FIRST NEIGHBORS, AND HOSTS F, G, H AND I ARE HOST A’S 
SECOND NEIGHBORS. HOST E IS IN HOST A’S INTERFERENCE 
RANGE, BUT IT IS HIDDEN TO A 

 

Utilizing this way to deal with accumulate the first and 
second neighboring hosts' data is uncertain. Figure 1 
demonstrates an illustration topology that will bring about 
uncertain data. The outside huge circle shows host An's 
impedance range, and the other little size dabbed circles 
demonstrate host An and its neighbors' transmission ranges. 
Host E is not in A's transmission range, but rather it is in 
An's impedance range. Likewise, E does not fall into any of 
A's neighbors' transmission range. In this circumstance, A 
will never know E's status. In the event that E transmits 
information, A's learning of accessible bandwidth is loose. 
In any case, this "Hidden Node" issue does not happen as 
often as possible since it needs to meet strict necessities to 
"shroud" the host. We contend that this sort of incorrectness 
is passable on the grounds that we utilize a remote channel, 
our definitive point is superior to anything best-exertion, 
and the likelihood of "Hidden Nodes" is low in a very much 
associated network. Regardless of the possibility that this 
circumstance happens, it can be overcome by utilizing a 
traditionalist bandwidth gauge that abandons some 
additional data transmission to cover this "Shrouded Node" 
impact. 

 
FIGURE 2: NEIGHBOR CACHE STRUCTURE 
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Once a host gets a "Hello" message from its neighbors, it 
figures out if this "Hello" is a redesigned one by looking at 
the message's timestamp. We utilize the store structure 
appeared in Figure 2, which incorporates a first neighbor 
table and a second neighbor table. The second neighbors are 
connected with their comparing first neighbors in the 
reserve.  

Once a host knows the data transmission utilization of its 
first neighbors and its second neighbors, the accessible 
bandwidth estimation gets to be straightforward. The 
leftover data bandwidth is basically the crude channel 
bandwidth short the general devoured data bandwidth, 
isolated by a weight element. We have to isolate the 
lingering data bandwidth by a weight component because of 
the IEEE 802.11 MAC's tendency and some overhead 
required by the routing protocol. In the MAC layer, RTS, 
CTS, and ACK packets devour data bandwidth, the backoff 
plan can't completely utilize the whole bandwidth, and 
packets can impact, bringing about packet retransmissions. 
Moreover, the routing protocol needs some overhead to 
keep up or find the routes. 

D. Incorporating QoS in Route Discovery 

     As we expressed beforehand, our QoS-aware routing 
protocol uses a cross-layer plan. Accordingly, the routing 
highlights rely on upon the application necessities. Our 
outline underpins two sorts of uses. One is the place the 
application demonstrates in the solicitation message the 
negligible data bandwidth that must be ensured. The other 
is the place the application can conform its coding rate as 
indicated by criticism got from the network.  

To start QoS-aware routingrevelation, the source host 
sends a RREQ packet whose header is changed to _model-
banner, data bandwidth demand, min-bandwidth, AODV 
RREQ header_. The model-banner shows whether the 
source is utilizing the confirmation plan or the versatile 
criticism plan. At the point when a moderate host gets the 
RREQ packet, it first computes its leftover bandwidth. On 
the off chance that the model-banner is the confirmation 
plot, the host contrasts its lingering data bandwidth and the 
asked for bandwidth. On the off chance that its remaining 
data bandwidth is more prominent than the asked for 
bandwidth, it advances this RREQ. Else, it disposes of this 
RREQ. On the off chance that the model-banner is versatile, 
the host contrasts its lingering data transmission and the 
min-bandwidth field in the RREQ. In the event that its 
lingering bandwidth is more prominent than the min-data 
bandwidth, it advances the RREQ. Else, it redesigns the 
min-bandwidth esteem utilizing its lingering data 
transmission. The entire methodology is appeared in Figure 
3. 

 
FIGURE 3: HOSTS’ WORKING PROCESS AFTER RECEIVING A 

RREQ 

At the point when the destination host gets the RREQ 
packet, it additionally needs to do the checking method as 
depicted previously. Notwithstanding, in the wake of 
finishing this checking network, it is not adequate to say 
that the present network can offer the min-data bandwidth 
demonstrated in the RREQ packet. The reason is that if the 
route is picked, the picked hosts will bring shared 
impedance into the network amid transmission. We can't 
put this sort of potential obstruction into thought while 
evaluating the lingering data bandwidth amid the route 
disclosure methodology. Consequently, one last check 
technique is required before sending the RREP packet back 
to the source host. We specifically utilize the connection of 
the end-to-end throughput with the quantity of jumps 
(HopNumber) and the bottleneck data bandwidth 
(MinBandwidth) in the route as takes after (the points of 
interest can be found in [4]).  

In the event that (HopNumber=1)  
MinBandwidth = MinBandwidth  
Else if (HopNumber=2)  
MinBandwidth = MinBandwidth/2  
Else if (HopNumber=3)  
MinBandwidth = MinBandwidth/3  
Else  
MinBandwidth = MinBandwidth/4  
This condition offers the upper bound of the accessible 

data bandwidth. A more exact estimation is considered in 
[6][7], where the entomb stream dispute is represented by 
utilizing the conflict counter.  

At long last, the destination host sends the RREP with a 
changed header _min-bandwidth, AODV RREP header_ to 
the source host. When middle of the road has get the RREP, 
they empower the route furthermore record the min-data 
transmission in their routing table, which is valuable for 
route support of QoS-aware routingwith “Hello” bandwidth 
estimation 

E. Route Maintenance 

     AODV identifies a broken route by checking the "Hello" 
messages. In the event that a host does not get a "Hello" 
message from a particular neighbor inside a pre-
characterized interim, it denote the routes utilizing that 
neighbor host as invalid and sends a relating "Error" 
message to the upstream has. Just the source host re-starts a 
routing disclosure method, once accepting the "Blunder" 
message. Accordingly, utilizing stores to react to a route 
soften up the moderate host is not used.  
 
      At the point when utilizing QoS-aware routingwith 
"Listen" data transmission estimation, AODV's route 
upkeep plan is utilized, in light of the fact that discharging 
bandwidth from the bandwidth utilization registers is 
inconceivable without knowing the amount of data 
transmission is devoured by every host in the route. Along 
these lines, no adjustment in AODV's route support plan is 
expected to address the bandwidth discharging issue.  
 
     Notwithstanding, we can't straightforwardly utilize 
AODV's route support plan in the QoSaware routing 
protocol with "Hello" data bandwidth estimation. We utilize 
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the basic topology appeared in Figure 5 to outline what will 
happen on the off chance that we receive AODV's route 
support plan with no adjustment. The topology is a solitary 
chain and is made out of 5 hosts. Each host is in its 
neighbor's transmission reach and its second neighbor's 
obstruction range. The source host sends packets with a 0.5 
Mbps bolstering rate3. The main table demonstrates the 
host's first neighbors and the connected tables demonstrate 
the host's second neighbors. On the off chance that the 
connection amongst C and D is broken, a "Error" message 
is started in C and A gets it through B's engendering. Once 
A gets the blunder message, A sends another RREQ. The 
time interim between guaranteeing a broken route and 
starting a route revelation is just a few milliseconds. In this 
manner, the host neighbors' stores have not yet upgraded 
their bandwidth utilization when the new RREQ arrives. On 
the off chance that we don't consider the weight variable, 
when the new RREQ cruises by, host C reports that it has 
no accessible bandwidth, since it has not discharged the 
bandwidth utilized by the broken route. Truth be told, all 
data bandwidth is offered to this single chain transmission 
and the accessible end-to-end data transmission is really 0.5 
Mbps. This issue is brought on by the way that the neighbor 
store was not overhauled in an auspicious manner. Along 
these lines, we ought to consolidate a constrained reserve 
upgrade in the route support plan.  
 
     The QoS-aware routing with "Hello" data bandwidth 
estimation utilizes the main neighbors' hand-off to get the 
second neighbors' data. In this manner, once the neighbors 
get the constrained upgrades, they ought to spread the 
overhaul data promptly to their neighbors. We utilize a 
"Quick Hello" message to address this worry. This 
exceptional message's substance is precisely the same as the 
"Hello" message, aside from the packet sort is set apart as 
"Prompt Hello" to separate with the customary "Hello" 
message. At the point when a host gets a "Quick Hello" 
message, it sends its general "Hello" message instantly.  
 
      The "Error" message is likewise embraced to trigger a 
redesign of bandwidth utilization registers and the spread of 
"Prompt Hello" messages. Once a host gets a "Blunder" 
message, it will deduct the measure of bandwidth that the 
broken route devours from its data bandwidth utilization 
register to mirror the bandwidth designation changes. We 
choose to utilize two separate packets ("Immediate Hello" 
and "Blunder"), on the grounds that the data transmission 
ought to be discharged among all the neighboring hosts, 
which a telecast packet can do, however the "Error" 
message is a unicast packet. The methodology by which has 
redesign their neighbor reserve is demonstrated orderly in 
Figures 5 – 13, in which have A sends information with 0.4 
Mbps to host E.  
 
     When host C identifies the broken route amongst C and 
D, it first cuts down the route that is recorded in the routing 
table, and in the meantime it upgrades its data transmission 
utilization register. At that point it sends a "Prompt Hello" 
to its neighbors to illuminate them of the host's overhaul, as 
appeared in Figure 6.6. B overhauls its neighbor reserve in 

the wake of getting C's "Prompt Hello", and C's expended 
data bandwidth changes from 0.4 to 0. Directly in the wake 
of sending the "Quick Hello" message, C makes a 
"Blunder" message to illuminate its upstream has that the 
route amongst C and D is broken Host B sends a "Hello" 
message, which was activated by the "Prompt Hello" gotten 
from C, to its neighbors An and C. An upgrades its 
neighbor reserve record about C (from 0.4 to 0), as 
appeared in Figure 7. Host B likewise gets the "Blunder" 
message from C; in this manner, B denote the comparing 
route as invalid, redesigns its data bandwidth utilization 
register (from 0.4 to 0) as appeared in Figure 8, and sends a 
"Quick Hello". Both An and C change their neighbor 
reserves with respect to B's redesign, subsequent to 
accepting the "Quick Hello". Obviously, B sends a "Error" 
message to A directly after the "Prompt Hello", as appeared 
in Figure 9. 

 
FIGURE 4: ROUTE MAINTENANCE FAILURE EXAMPLE 

 
Once A gets the "Error" message from B, A tears down the 
relating route in its routing table, upgrades its record about 
its own devoured data bandwidth, and sends a "Quick 
Hello" to B as appeared in Figure 10. B overhauls its record 
about An's expended data bandwidth in its neighbor reserve, 
then sends the activated "Hello" as appeared in Figure 11. C 
upgrades it's neighbor store thing about host An in the wake 
of accepting the "Hello" message from B. Accordingly, the 
bandwidth utilized by the softened route is discharged 
effectively up hosts A, B and C.  
The data bandwidth discharging in D and E is done amid 
the route revelation method. When C gets the RREQ, it 
sends a "Quick Hello" initially, then telecasts the RREQ, as 
appeared in Figure 12. Along these lines D can upgrade its 
neighbor store before getting the RREQ, thus can have E, as 
appeared in Figure 13. 

III. SIMULATIONS AND DISCUSSIONS 

To test the execution of our QoS-aware routingprotocol, 
we ran recreations utilizing ns-2. We utilize the IEEE 
802.11 MAC protocol in RTS/CTS/Data/ACK mode with a 
channel information rate of 2 Mbps. The packet size 
utilized as a part of our recreations is 1,500 bytes. 

 
FIGURE 5 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE  PROCEDURE 1 
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FIGURE 6 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE PROCEDURE 2 
 

 
FIGURE 7 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE PROCEDURE 3 
 

 
FIGURE 8 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE PROCEDURE 4 
 

 
FIGURE 9 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE  PROCEDURE 5 
 

 
FIGURE 10 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE  PROCEDURE 6 
 

 
FIGURE 11 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE  PROCEDURE 7 
 

 
FIGURE 12 QOS-AWARE ROUTING WITH “HELLO” BANDWIDTH 

ESTIMATION ROUTE MAINTENANCE  PROCEDURE 8 
 

 
FIGURE 13: THE RECEIVED PACKET RATE USING A SIX-NODE 
CHAIN TOPOLOGY WITH “LISTEN” BANDWIDTH ESTIMATION 

AND “HELLO” BANDWIDTH ESTIMATION 

 

A. “Hello” and “Listen” Bandwidth Estimation when 
Routes Break 

A broken route can be brought about by two reasons: (1) 
the hello messages impact a few times (in which case the 
route is not so much broken), and (2) a host in that route 
moves out of its neighbor's transmission range. We study 
these two diverse cases independently. 

B. Route Break caused by losing “Hello” Messages 

One stream in a network can be seen as a solitary static 
chain. With a specific end goal to disentangle our 
investigation, we do the recreations in a chain topology to 
clarify the impacts brought by a broken route that is created 
by losing telecasted "Hello" messages. The reenacted chain 
topology is made out of six hosts, where the header host is 
the source host and the tail host is the destination host. The 
source host sends information packets to the destination 
host utilizing a 0.35 Mbps nourishing rate. By examining 
the follow documents, we find that a gathered route break 
happens at 13 seconds utilizing the QoS-aware routing 
protocol with "Listen" data bandwidth estimation. Gathered 
route breaks happen at 27 seconds, 73 seconds, 236 seconds, 
and 468 seconds utilizing the QoS-aware routing protocol 
with "Hello" data bandwidth estimation. Figure 14 
demonstrates that utilizing the route upkeep methodology 
"Hello" data bandwidth estimation can accurately assess the 
remaining bandwidth after the reported route breaks; in any 
case, utilizing "Listen" bandwidth estimation can't, so the 
source host is compelled to transmit beneath the channel 
limit.  

For this situation, "Hello" packets are dropped frequently 
when activity turns out to be substantial. After 3 continuous 
“Hello” packets are dropped, a broken route is asserted. In 
any case, this route is not physically broken, on the grounds 
that these 3 “Hello” messages are dropped by fortuitously 
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slamming into different packets. Along these lines, the 
packets are still effectively transmitted to the destination 
host amid the time between the primary “Hello” message 
being dropped and the third “Hello” message being dropped. 
The route revelation network is started directly after the 
source host gets the "Error" message. The time interim 
between asserting a route split and setting up the route is 
just a few milliseconds. In such a little time interim, it is 
practically unimaginable for the hosts to naturally and 
accurately overhaul their bandwidth registers in the "Listen" 
bandwidth estimation technique, since the expended data 
transmission estimation depends on averaging data 
transmission utilization like clockwork interim and the 
hosts in the softened route were transmitting information up 
the earlier second. In this manner, the "Listen"- based data 
bandwidth estimation approach experiences issues 
effectively assessing the remaining bandwidth. Regardless 
of the fact that some constrained upgrade plans can be 
received, the hosts still can't discharge the bandwidth 
effectively, since the hosts don't know the amount of data 
transmission every hub in the broken route devours. 
Interestingly, the "Hello"- based data transmission 
estimation methodology can without much of a stretch take 
care of this issue by utilizing the constrained upgrade plan. 

C. Route break caused by moving out of Neighbor’s 
transmission range 

To improve the clarification, we utilize the topology 
appeared in Figure 14 to imitate the topology that will bring 
about a route break in view of a moving hub. The topology 
is made out of 30 hosts. Host 18 is the destination host, and 
host 13 is the source host. 

 
FIGURE 14: THE SCENARIO USED TO SIMULATE A ROUTE 

BREAK CAUSED BY A MOVING NODE 

       Host 13 is moving towards host 11 with a rate of 10 
m/s. The source host sends information packets to the 
destination host utilizing a 0.25 Mbps sending rate. We ran 
reproductions utilizing the QoS-aware routing protocol with 
"Listen" data bandwidth estimation and the QoSaware 
routingprotocol with “Hello” bandwidth estimation. In the 
start of the reproduction, the picked route experiences has 
13, 1, 12, 6, 4, 26, 24 and 18 (the specked line in Figure 14). 
At the recreation time of 43 seconds, host 13 moves to a 
position (appeared in Figure 14) that is out of host 1's 
transmission range. This causes a route break and host 13 
must start another revelation strategy. Utilizing the 

routingprotocol in view of utilizing "Listen" to gauge 
remaining data bandwidth, the new route experiences has 
13, 2, 12, 15, 21, 24 and 18 (the dashed line in Figure 14). 
Utilizing the routingprotocol taking into account utilizing 
“Hello” to gauge leftover bandwidth, the new route 
experiences host 13, 2, 25, 6, 21, 24 and 18 (the strong line 
in Figure 14). The reproduction results are appeared in 
Figure 15. We can see the end to end throughput utilizing 
"Listen" to gauge data bandwidth is a great deal not exactly 
by utilizing “Hello” to gauge bandwidth after the route 
changes. Examining the follow record, we discover the 
explanation behind this distinction is that there are around 3 
seconds between host 13 moving out of host 1's 
transmission range and the route break being guaranteed. 
Amid these 3 seconds, all hosts accurately overhaul their 
bandwidth utilization registers aside from host 2 who is by 
the source. This is brought about by the way that the source 
host continues sending RTS packets, so have 2 can hear all 
these RTS packets and sets its NAV vector as per the 
packet length that the RTS demonstrates. In this way, its 
assessed leisure time is fundamentally not exactly the 
genuine spare time. Subsequently, have 2 can't offer the 
right data bandwidth estimation in the wake of getting a 
"RREQ" packet. Be that as it may, utilizing “Hello” to 
gauge lingering data bandwidth won't be influenced by the 
above reason. These outcomes demonstrate that the 
"Listen" network can't respond well to a broken route 
because of the way that the MAC's NAV can't genuinely 
mirror the movement status, and the bandwidth utilization 
registers can't be overhauled in time. Hence, when routes 
break, “Hello” data bandwidth estimation performs superior 
to anything "Listen" bandwidth estimation. 

 
Figure 15: The received rate using the source moving topology shown 

in figure 14 for the “Hello” bandwidth estimation method and the “Listen” 
bandwidth estimation method 

 

IV. CONCLUSIONS 

This part proposes joining QoS into routing, and presents 
bandwidth estimation by scattering bandwidth data through 
“Hello” messages. A cross layer approach, including a 
versatile criticism plan and a confirmation plan to give data 
to the application about the network status, are actualized. 
Recreations demonstrate that our QoS-aware routing 
protocol can enhance packet conveyance proportion 
enormously without affecting the general end-to-end 
throughput, while additionally diminishing the packet delay 
and the vitality utilization altogether. We have analyzed two 
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unique strategies for evaluating bandwidth. The "Hello" 
bandwidth estimation strategy performs superior to the 
"Listen" bandwidth estimation technique while discharging 
data bandwidth quickly is imperative. The "Hello" and 
"Listen" plans work similarly well in static topologies by 
utilizing substantial weight variables to decrease the 
blockage and minimize the shot of lost “Hello” messages 
inaccurately flagging a broken route. 
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