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Abstract: Diabetes is considered to be as never-
ending infection and deadliest disease which results 
in increase of glucose levels in the body. If it is not 
treated properly then it may cause many difficulties. 
The general approach of treating this disease is 
visiting of a patient to a specialist, but the result may 
not be accurate. But this problem will be solved by 
machine learning approaches. The objective of this 
study is to design a system that can predict the 
diabetes in the human body with maximum precision. 
Therefore, Machine learning classification algorithms 
namely SVM, KNN, Naïve Bayes and Logistic 
Regression are used in this experiment to detect 
diabetes at the starting stage. These experimentations 
are performed on Pima Indians Diabetes Database 
(PDID) which is drawn from UCI repository. The 
outcomes of the four algorithms are evaluated on 
diverse parameters such as   Precision, Accuracy F-
Measure, and Recall.  
Key words: SVM, KNN, Naïve Bayes and Logistic 
Regression. 

1. Introduction
Diabetes is most significant medical ailment
throughout the world. Diabetes is grouped into four
general types: type 1 and type 2 gestational diabetes
and further explicit sorts. This normally create after
numerous years (10-20). High blood glucose levels
can cause genuine ailments influencing the heart and
veins, eyes, kidneys, nerves and teeth.  The key aim
of this implementation is to examine the performance
of numerous classification models like SVM, KNN,
Naïve Bayes and Logistic Regression. That can give
the probability of diseases in patients with the highest
accuracy and exactness. General approach of several
lab tests could obscure the crucial identification

process and which fallout in delay in the judgment 
especially for a state where number of lab tests are 
mandatory. The current work is carried out on the 
basis of  secondary data set drawn from the UCI and 
PIDD repository and machine learning mechanisms 
employed  to identify  the presence of ailment in 
patient at an  early phase. The results emerging out of 
experimentation computes the accuracy, 
misclassification rate, precision, recall ad F1-score. 

2.Proposed System
This system uses machine learning methods for
predicting diabetes. Now a day’s diabetes is known
as one of the enduring diseases. It causes a growth in
the concentration of sugar levels in the blood. Here in
this system, we design a model which predicts the
disease which gives maximum accuracy. The
machine learning classification algorithms KNN,
SVM and Naïve bayes and Logistic Regression are
used for predicting the results [3][4].
Many factors such as age, insulin pregnancy, sugar
levels are considered and in the data set which is
obtained from the UCI Repository. The data obtained
from the data set is used for predicting results. The
proposed method mainly focusses on selecting of all
attributes that ail I early detection of diabetes. The
model selects the optimal features from data set in
order to improve the accuracy. The attribute choice is
most important step it decreases the intricacy of
work. This phase always selects the optimum
attributes from the data and it bypasses the data into
machine learning program. The efficiency of all the
algorithms are calculated based on some metrics like
precision, accuracy, F-score of these classifiers are
presented in the paper as shown in figure 2.
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Fig. 2. Architecture to the system 

3. Literature Survey 

AishwaryaR, Gayathri P, JaisankarN., In 2013 had 
built a model that was developed using SVM 
andPCA (a preprocessing) method that helped in 
diagnosing of diabetes it showed accuracy around 
95% [1]. 
In 2013, Aljumah, A.A., Ahamad, M.G., Siddiqui, 
carried out a research that focuses on employing a 
regression-based data mining technique to perform 
predictive analysis of diabetes treatment.[2] 
In this research,     Esposito, F., Malerba, D., 
Semeraro, G., Kay, they used a top-down strategy to 
solve the challenge of retrospectively pruning 
decision trees induced by data. In the fields of pattern 
recognition and machine learning, this subject has 
gotten a lot of attention, and many different methods 
have been offered in the literature [3]. 
Kumari, V.A., Chitra, R, in 2013, used datasets for 
diabetic disease from the University of California, 
Irvine's machine learning lab. SVM is used to train 
all of the patient data. For a given amount of data, 
selecting the appropriate parameter values for a 
specific kernel is crucial. With simple clinical data 
and no laboratory testing, the SVM technique can 
successfully detect a common disease[4]. 
 
 
4. Implementation 
 
4.1. Collecting and preprocessing the patient’s 
data set 

Patients’ data is collected. It must include attributes 
like sugar level, insulin, age, sex, pregnancy. The 
data is taken from UCI repository and divide it into 
training data and testing data set. 80% of the data is 
considered as training data and 20% of data is testing 

data. Data preprocessing is the step in which data is 
transformed into a state in which machine can easily 
parse. If the data contains too many formats, missing 
values, duplicate values than this cannot be used for 
predicting because it may not produce better results. 
So the data must be preprocessed [5]. 

4.2. Application of classification algorithms 

Now after preprocessing the data set machine 
learning classification algorithms are applied. In this 
system SVM, K-nearest Neighbor and Naïve Bayes 
and Logistic Regression algorithms are used. 

4.3. Performance evaluation based on measures 

Next step is to evaluate the performance after 
applying the all algorithms. Corresponding classifiers 
performance is measured over accuracy values in %. 

A. Algorithm Logistic Regression 
Step1: import libraries and load the dataset 
Step2: Visualize the data using histogram  
Step3: Identify Outliers and remove them 
Step4: Split the Training data into 80 20 
ratio and Build the Model using Logistic 
Regression 
Step5: Find Accuracy and ROC_AOC 
Curve  
 

B. Algorithm Support Vector Machine 
Step1: Load SVC library 
Step2: Build Model using SVM 
Step3: Find Accuracy and ROC_AOC 
Curve 
Step4: Find the Crass value score 
 

C. Algorithm KNN 
Step1: Load the KNeighborsClassifier 
library 
Step2: Build the Model using KNN 
Step3: Find Accuracy and ROC_AOC 
Curve 
Step4: Find the Crass value score 
 

D. Algorithm Naïve Bayes 
Step1: Load GaussianNB library 
Step2: Find accuracy and ROC_AOC Crve 
Step3: Find the Crass value score 
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Next Plot the Bar graph for the Logistic Regression, 
SVM, KNN and Naïve Bayes algorithm result. For 
that give the Label as Accuracy Score and 
Algorithms in X and Y axes[6]. 

Sample Data Set: 

Collected the dataset with following attributes from 
the UCI repository and Machine learning 
classification algorithms are used on this to predict 
the presence of diabetes with maximum accuracy 
shown in table I. 

Table I : Sample Data Set Used 

 

5.  Results and Discussion 

1.Checking if any null values are present in the 
dataset after loading the dataset and then visuals of 
dataset is presented in histograms, Figure 5.1. 

 

Fig. 5.1Visualizing the dataset using histograms 

2. Next find out the correlation using heat map and 
count total outcome in each target as 0 and . That is 0 

means no diabetes and 1 means with diabetes, Figyre 
5.2. 

 

Fig.  5.2 Visualizing the output feature 

3. Draw the accuracy curve for four algorithms. So, 
that we can find which algorithm is giving most 
accurate values for the diabetes. Here KNN is highest 
figure 5.3. 

 

Fig. 5.3 Accuracy curve for different algorithms 

6. Conclusion 

Diabetes happens to be the dreadest  real-world 
medical issue and its  detection at an early stage is the 
key concerns of this study. Efforts are made to design 
a system that results in the prediction of diabetes 
disease. In this work , it uses KNN, SVM, NAÏVE 
BAYES and LOGISTIC REGRESSION 
classification algorithms. With the help of these 
algorithms the dataset is studies and evaluated on 
various metrics. Experiments are implemented on 
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PIDD which is take from UCI repository. It has been 
observed that KNN classifier yields the highest 
classification accuracy which is of 91% when 
compared with other classification algorithms. This 
system  can aid  in making more operational and 
reliable disease prediction process which would  
contribute towards developing the best healthcare 
structure by reducing cost, time which includes 
reduction in morality rate also . 
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