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Abstract— In this paper, we study the computability of the 

solution operator of the initial problem for the nonlinear 

Kawahara equation, which is based on the Type-2 Turing 

machines. We will prove that in Sobolev space
2( )sH R , 

for 0s ≥ , the solution operator： 

2: ( )s
RK H R → ( ;C R 2( ))sH R  

is ( ,[sH
δ ρ  → ])sH

δ -computable. The conclusion enriches 

the theory of computability.  

Key words— the nonlinear Kawahara equation, initial problem, 

computability, Type-2 theory of effectivity (TTE), Sobolev space 

Ⅰ.INTRODUCTION 

At present, the computability of solutions of the nonlinear 

evolution equations have become an important topic to the 

workers of physics, mechanics, life science, applied 

mathematics, engineering and theoretical computer. 

Researching boundedness and computability of the solutions 

of the nonlinear equations, will offer effective tools for the 

application of equations, enrich theoretical foundation of 

computer science and promote the development of computer 

software. In 1985, K.Weihrauch and others established a 

computational model, called Type-2 theory of effectivity (TTE 

for short). K.Weihrauch and N. Zhong have studied the 

computability of the generalized functions, the KdV equation 

and the Schrödinger equation [3]–[5], Dianchen Lu and others 

have studied the computability of the mKdV equation [1]. 

The nonlinear Kawahara equation was first proposed by 

Kawahara in 1972, this equation has wide applications in 

physics such as in the theory of magneto–acoustic waves in 

plasma, in the theory of long waves in shallow liquid under ice 

cover and so on. In this paper, we will discuss the nonlinear 

Kawahara equation as follows: 

3 5 2
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( )

2

u u u u u
au c

x t x x x y
β γ∂ ∂ ∂ ∂ ∂ ∂+ + + = −

∂ ∂ ∂ ∂ ∂ ∂
        (1) 

( , ,0) ( , ), , , 0u x y x y x y R tφ= ∈ ≥               (2)         

where , Rβ γ ∈ are dispersion coefficients, a  is nonlinear 

perturbance coefficient, and 0c ＞0 is sound velocity. 

The paper is organized as follows. In Section2, we mainly 

review some basic definitions, lemmas and conclusions of 

TTE, which are relevant to the proof of section3. Section3 is 

devoted to the proof of the main theorem. 

 

Ⅱ. PRELIMINARIES 

This section we will give a brief introduction of TTE. For 

details the reader can refer to [2]. 

Lemma 2.1 

1) In Schwarz space ( )S R , the function ψψ aa ),(  is 

( , , )s sρ δ δ − computable; )(),( tt ψψ  is ( , ,sδ ρ )ρ  

− computable; ψφψφ +),( and ψφψφ ⋅),( are 

( ,sδ , )s sδ δ − computable. 
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2) The function ( , ) ( ) ,mt E tψ ψ⋅ ( , )tψ  ( )mE t ⋅  

,ψ  is ( , , )s sδ ρ δ − computable, for computable m R∈ . 

3) The Fourier transform  

: ( ) ( ),F S R S R→ ϕ  1 2(2 ) ( )i x

R
e x dxξπ ϕ− − , 

and the inverse Fourier transform  

1 : ( )F S R− → 1 2( ), (2 ) ( )i x

R
S R e dξϕ π ϕ ξ ξ−  , 

are both ( , )s sδ δ − computable. 

Lemma 2.2 

The function : ( ; ( )) ( ),H C R S R R R S R× × →  

( , , ) ( )
b

a
H u a b u t dt=   

 is ([ ],sρ δ→ , , )sρ ρ δ − computable. 

 

Lemma 2.3 (type conversion) 

Let :i iXωδ ⊆ Σ → be a representation of the set iX  

(0 )i k≤ ≤ . Let 1: kf X X⊆ × × 0X→ and define 

),,(:))(,,( 111 kkk xxfxxxL ⋅⋅⋅=⋅⋅⋅ − ,  

then f  is 1 0( , , , )kδ δ δ − computable (continuous) if and 

only if L  is 1 1( , , ,kδ δ −⋅⋅⋅ 0[ ])kδ δ→ − computable 

(continuous). 

 

Lemma 2.4 (primitive recursion) 

Let MY →⊆:γ and MY ′→⊆′ :γ are two 

representations, Nυ is admissible representation of N . Then 

we have the following propositions: 

1) Suppose MMf ′→⊆: is ( , )γ γ ′ − computable, 

f ′ : N M M M′ ′⊆ × × → is ( , , , )Nυ γ γ γ′ ′ − computable. 

Define :g N M M′ ′⊆ × → as follows: 

)),,(,(),1(),(),0( xxngnfxngxfxg ′′=+′=′ ,  

where ,x M n N∈ ∈ , then the function g ′ is ( ,Nυ , )γ γ ′ −  

computable. 

2) Suppose MMh →⊆: is ( , )γ γ − computable, define a 

function :H N⊆ × M M→ as follows: 

,),0( xxH = )(),(),1( 1 xhxnHhxnH n+==+  ,  

then the function H is ( , , )Nυ γ γ − computable. 

The conclusions about the computability above also can 

apply to multidimensional space ( 2)nR n ≥ . 

 

 

Definition2.5[6] For a fixed T ＞ 0 and any 

function 2( , , ) :[0, ]x y t T R Rω ×  , define modular 

functions: 

          
2,

],0[
1 sup)(

s
T

T ωω =Λ                   (3) 

          
∞∂

∂=Λ
),(

2

)(2

yxt LL

T

x

ωω                 (4) 

  )}(),(max{)( 21 ωωω TTT ΛΛ=Λ          (5) 

 

Where
2,s

⋅ means the norm of Sobolev space ,2 2( )sW R , 

which is also the norm of 2( )sH R , we construct a function 

space as follows: 

2{ ([0, ]; ( )), 0, ( )s T
TX C T H R sω ω= ∈ ≥ Λ ＜ }∞ ， 

Then for any TXu ∈ , it holds that  

  2))((
2

),(
2

u
x

u
u T

LL yxt

Λ≤
∂
∂

            (6) 
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Define the operator in 1 2( )xH R− , 1 1: ( )x xF f− −∂ ∂ =  

1
ˆ(1 ( ))ik f . 

Where 1 2 2 2
1 2

1

1 ˆ( ) { ; ( , ) ( )}xH R f f k k L R
k

φ− ′= ∈ ∈ , 

1

2 21 ( )

1 ˆ
xH

L R

f f
k

− = .  

Then the Cauchy problem (1)-(2) are equivalent to 

3 5 2
1

03 5 2

1
( ) 0

2 x

u u u u u
au c

t x x x y
β γ −∂ ∂ ∂ ∂ ∂+ + + + ∂ =

∂ ∂ ∂ ∂ ∂
 (7) 

( , ,0) ( , ), , , 0u x y x y x y R tφ= ∈ ≥          (8) 

The linear part of (7)-(8) is  

3 5 2
1

03 5 2

1
( ) 0

2 x

u u u u
c

t x x y
β γ −∂ ∂ ∂ ∂+ + + ∂ =

∂ ∂ ∂ ∂
       (9) 

( , ,0) ( , ), , , 0u x y x y x y R tφ= ∈ ≥         (10) 

Then use the Fourier transform, we obtain the solution of 

(9)-(10) is 

21

))21((
)( 1

2
2

0
3
1

5
1

21),,( ξξξ
ξβξγξ

ξξ ddeetyxG
cit

yxi 
∞

∞−

∞

∞−

−+
+=   (11)                  

Note
2

22
2

( , , ) ( ) ( , , ),( , )G x y t G x y t x y R
x

α

α
∂= − ∈
∂

   (12)             

Suppose ),,())(),(()()( tyxuxtGxtW ≡∗⋅= ϕϕ  (13)                            

where ),,( tyxu is the solution of (9)-(10).   

Let ( ) ( , )iW t x yα θ φ+ =  

5 3 2
1 1 0 2 1

2

( ( 2) )
1

i it c

R
e

α θ γξ βξ ξ ξξ + + − ⋅ 1 2( )
1 2 1 2

ˆ( , )i x ye d dξ ξ φ ξ ξ ξ ξ+  

(14) 

When 0=θ ，we have 

2
2

2
( ) ( , ) ( ) ( ) ( , )W t x y W t x y

x

α

α φ φ∂= −
∂

 

=
2

2
2

( ) ( , , ) ( ( , ) )( )u x y t G t x
x

α

α φ∂− = ⋅ ∗
∂

 

Next we will give some lemmas and theorems about 

estimators. 

 

Theorem 2.6[6] The initial value problem of (9)-(10) is given 

by (11), then for any fixed T ＞0 , when 10 ≤≤ α , for any 

parameters 0,,0 cβγ ≠ ＞0,there exist an constant C ＞0, 

which only depends on α  and parameters 0,, cβγ , then it 

holds that 

2

2

4

5 52( ) ( , , ) ,0
x

G x y t CT t t T
α αα +−

∂
∂

− ≤ ≤ ≤       (15)         

Lemma 2.7[6] For any 10 ≤≤ α , the estimator 

 
)(

5
2)1(2)2)(1(2)(

RLL
tCTtW R αα ϕϕ α

α

α +−
−≤      (16) 

for any fixed T ＞ 0,0 ＜ Tt ≤ holds，where C  is positive 

constant, which only depends on αβγ ,,, 0c . 

Theorem 2.8[6] Suppose 10 ≤≤ α ,
2

,
1

p
α

=
−

2
q

α
= . 

1

p
+ 1 1 1

1, 1,
p q q

= + =
′ ′

then for any fixed T ＞0, there 

exists C  which depends on αβγ ,,, 0c , it holds that 

 2 2

( , )

5
( )

2

( )
pq

t x y

L R

L L

W t CT
α

α φ φ≤             (17)         

And for any p
yx

q
t LLg ′′∈ ),( , we have 

p
yx

q
tp

yx
q
t

LL
LL

t
gCTdgtW ′′≤⋅⋅− ),(

),(

5

0
),,()(

α

α τττ      (18)     
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Ⅲ. MAIN RESULT 

Theorem 3.1 The initial value problem (7)-(8) define a 

nonlinear map
2: ( )s

RK H R → 2( ; ( ))sC R H R , which is 

from the initial valueϕ  to the solutionu  , and the solution 

operator is ( ,[ ])s sH H
δ ρ δ→ − computable. 

If the initial value problem of (7) is 2
0( , , ) ( )su x y t H R∈ , 

then in the neighborhood of 0t , apply contracting mapping 

principle , the initial value problem of (7) can be constructed, 

usually we begin this from 00 =t . Suppose the solution 

),,( tyxu has been constructed in the interval ],0[ 0t . Next we 

will prove how to extend the solution from the 

neighborhood 0tt = . Next we consider the equation with the 

initial value )( 0tv : 

3 5 2
1

03 5 2

1
( ) 0

2 x

v v v v v
av c

t x x x y
β γ −∂ ∂ ∂ ∂ ∂+ + + + ∂ =

∂ ∂ ∂ ∂ ∂
  (19)                    

2
0( , , ) ( , ), ( )sv x y t x y H Rψ ψ= ∈             (20)                                

The equivalence integral equation of (19)-(20) is 

τττψ d
x

v
vtWattWtv

t

t
))(()()()(

0
0 ∂

∂−+−=     (21)                       

Define two maps A and G ， 

2
0 0 0, , ( ) : ( ; ( )) ( ;st R t t T G t C R H R C R+∀ ∈ − ≤ →

2( ))sH R is defined 

ττηητη d
x

tWattG
t

t
))(()())()((

0
0 ∂

∂−=         (22)                   

2
0 0 0, , ( ), ( ) : ( ;st R t t T H R A t C Rψ+∀ ∈ − ≤ ∈

2 2( )) ( ; ( ))s sH R C R H R→ is defined   

))()(()())()(,( 000 ttGttWttA ηψηψ +−=     (23)                               

Let T
T

b
T XuX Λ∈= ;{ ＜ }b is a ball of TX and the 

radius is b ，then there exist ),,,,( 02,
acTT

s
βγψ= ＞0 

and ),,,,( 02,
acbb

s
βγψ= ＞ 0 ， which make the 

maps A and G are contracting in the neighborhood of 0t . 

Form (17), we have 

2,0 ))((
s

T CttW ψψ ≤−Λ             (24)   

 

When 0=α in (18) and combine with (6), we have 

              )))()((( 01 ttGT ηΛ  

  
0

2
0

21 1

2 2( ( , , ) ( , , ) )
t T

t R
aCT x y t x y t dxdydt

x

ηη
+ ∂≤

∂   

1
22 ( ( ))TaCT η≤ Λ                         (25) 

 

Where C  is a constant depends on 0,, cβγ . Likewise, 

when 1=α in (18), we have 

        

0 2
( , )

2 0 1( ( )( )( )) ( )( )( )
t x y

tT

t
L L

G t t a W t d
x

ηη τ η τ τ
∞

∂Λ = −
∂  

2 1
( , )

1

5

t x yL L

aCT
x

ηη ∂≤
∂

dtdxdytyx
x

tyxaCT
Tt

t R 
+

∂
∂≤ 0

0
2

2

12

5

1

)),,(),,((
ηη  

                     

2

12

2

1

5

1

)),,(),,((
0

0
2

dxdydttyx
x

tyxTaCT
Tt

t R 
+

∂
∂⋅≤ ηη  

So from (6), we have 

210

7

02 ))(()))()((( ηη Λ≤Λ aCTttGT          (26)         
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From (24), (25), (26) and combine with (21), it holds that 

0( ( , )( )( ))T A t tψ ηΛ       

71
2102

,2
max{ , }( ( ))T

s
C aC T Tψ η≤ + Λ      (27)            

Note },max{ 10

7

2

1

TT=θ ， then for any fixed initial 

value 2( , ) ( )( 0)sx y H R sψ ∈ ≥ ， let 
2,

2
s

Cb ψ= and 

seekT ，it holds that 

θCab4 ＜1               (28)                   

From(27),we have bbttAT

4

1

2

1
)))()(,(( 0 +≤Λ ηψ ＜

b (i.e. b
T

T XtA ∈Λ )),(( 0 ψ ), then for any b
TX∈21,ηη ， 

     0 1 0 2( ( , )( ) ( , )( ))T A t A tψ η ψ ηΛ −  

= 0 1 0 2( ( )( ) ( )( ))T G t G tη ηΛ −  

         2
21 ))(( ηηθ −Λ≤ TaC  

 )(
2

1
21 ηη −Λ≤ T                      (29) 

On the basis of (21) and (29)，the fixed point in the 

contracting map ),( 0 ψtA satisfies ψ=),,( 0tyxv ，and is the 

solution of the initial value of the integral equation (7). 

Therefore, if we can compute A  in 2( )sH R space，then we 

can compute the solution of initial value in the following 

lemma will show that the restriction of A on the  Schwarz 

space 2( )S R , a dense subset of 2( )sH R ，is computable. 

This restriction will also be denoted as A . 

Lemma 3.2 The restriction of the operator A  to 2( )S R : 

R× 2 2( ) ( ; ( ))S R C R S R× → 2( ; ( ))C R S R , 0( , ,t ψ  

)η → ))()(,( 0 ttA ηψ  is ( , ,sρ δ [ ],sρ δ→ [ρ → ])sδ −  

computable. 

 

Proof. By lemma 2.1 and 2.2, the function: 

             →),,( 0 ηψt ))()(,( 0 ttA ηψ  

 is ( , ,[ ],s sρ δ ρ δ→ , )sρ δ − computable. 

 

Lemma 3.3 The map )0()),((),,(: 001
ntAntF ψψ → is 

, , ,[ ])s N svρ δ ρ δ→ −（ computable. 

Where 1
0 0 0( ( , )) ( )) ( , )(( ( , )) ( ))n nA t A t A tψ η ψ ψ η−= is the 

nth iteration. 

 

Proof. By Lemma 2.4 and A is computable, we can get it. 

Next we prove ),( 0 ψtA is computable in 2( )sH R . Let 

ψu is the fixed point of ),( 0 ψtA , construct a sequence of 

iterations as follows:                 

   ))(),()(,0()(),0( 0
11 ηψψηψψ

n
kk

n
k

n tAAAu
k

== ++ . 

 

Select a subsequence of natural number }{ ij ， which 

satisfies 12)( −−≤−Λ kjT

k

i

k
uu ψψ

. Because 2( )S R is dense 

in 2( )sH R , so there exists 2( )k S Rψ ∈ satisfies 

2

2.
2 −−≤− k

sk ψψ . Let 2
2

2,

≤
s

b

ψ
, so we have 

)))(,())(,(()))(,(( 000 ηψηψηψψ tAtAtAu T
k

T −Λ=−Λ  

0 0( ( ) ( ) )T
kW t t W t tψ ψ= Λ − − −  

0( ( )( ))T
kW t t ψ ψ= Λ − −  

1

2,
2,

2
2

−−≤−=−≤ k
k

s
sk

b
C ψψ

ψ
ψψ

0( ( , ) ( ))ijT
ku A tψ ψ ηΛ −   
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0 0 0( ( , )( )) ( ( , )( ) ( , ) ( ))ijT T
k k ku A t A t A tψ ψ η ψ η ψ η≤ Λ − + Λ −              

kjTk

k

i

k
uu −−− ≤−Λ+≤ 2)(2 1

ψψ  

Lemma 3.4 The map 

0 0 0: ( , , ) ( ), [ , ]F t t v t t t tψ θ+ → ∈ +  

is ( , , , )s sH H
ρ δ ρ δ −  computable. 

Because )(),( 0 tvtu=ψ is the solution of (7) in the 

interval ],[ 00 θ+tt , so the solution is extended form ],0[ 0t  

to ],[ 00 θ+tt . 

Suppose Tca ,,,, 0γβ are computable real numbers, and 

2,s
ψ is computable, so bC ,,θ  are computable. 

For integer z Z∈ , we compute the solution )( θ⋅zu at 

times θ⋅z . Define 

    

))1(),,(,()1,(

)0,()0,(

θϕθϕ
ϕϕϕ

⋅+⋅=+
==

+++

−+

nnHnFnH

HH  

By Lemma 3.4 )(),( θϕ ⋅=+ nunH  is computable from 

n and ϕ , because +H is primitive recursion of the 

function +F . 

From θ,t , we can compute z Z∈ , such that z tθ ≤ ≤  

( )1z θ+ . Apply Lemma 3.4, we can compute )( θ⋅zu and 

( )tzuzF ),(, θθ ⋅⋅+ , where ( )tzuzF ),(, θθ ⋅⋅+ )(tu= . 

In Lemma 3.4, we can prove that for 00 =t , the solution 

of the initial value problem of (7)-(8) is computable,. 

So we prove the Theorem 3.1. 
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